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Text-to-Image Synthesis

e Text-to-Image Synthesis
« StackGAN, AttnGAN, TAGAN, ObjGAN

e Text-to-Video Synthesis
e GAN-based methods, VAE-based methods, StoryGAN

* Dialogue-based Image Synthesis
« ChatPainter, CoDraw, SegAttnGAN
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Generative Adversarial Networks (GAN)

* Agenerator G is a network. The network defines a probability
distribution P

Normal
Distribution

‘ as close as possible ‘

G* = arg mGin Div(Pg, Pyaeq)

Divergence between distributions P; and P,

Goodfellow et al., 2014. Generative Adversarial Networks



Variational Autoencoder (VAE)

* VAE is an autoencoder whose encodings distribution is regularised during the training in order
to ensure that its latent space has good properties allowing us to generate new data

low dimensional
representation
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Kingma and Welling, 2014. Auto-Encoding Variational Bayes



Two Paradigms for Generative Modeling

StyleGAN VQ-VAE-2

[Karras, et al., 2019] [Razavi, et al., 2019]



Conditional Image

Cycle GAN

https://arxiv.org/abs/1703.10593 {
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Synthesis
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Phillip Isola, Jun-Yan Zhu, Tinghui Zhou, Alexei A. Efros, “Image-to-Image
Translation with Conditional Adversarial Networks", arXiv preprint, 2016
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Conditional Image Synthesis

(a) Sound-to-Image (S2l) network
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SceneGraph2img [Johnson et al., 2018] Audio2img [Chen et al., 2019]
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Text-to-Image Synthesis W» mage

AttnGAN, ObjGAN,
MirrorGAN, ManiGAN

StackGAN TAGAN

Conditional GAN/VAE

2019

2017 2018

2016

This flower has small, round violet This flower has small, round violet
petals with a dark purple center X = petals with a dark purple center

Discriminator Network

Generator Network

Scott et al, 2016. Generative Adversarial Text to Image Synthesis.



Text-to-Image Synthesis

"red flower with
black center"

Caption

this flower has white petals and a yellow stamen

the center is yellow surrounded by wavy dark purple
petals

this flower has lots of small round pink petals




Text-to-Image Synthesis

* Text(attribute) to image generation with Conditional VAE

Male, No eyewear, Frowning,
Receding hairline, Bushy eyebrow,
Eyes open, Pointy nose, Teeth not
visible, Rosy cheeks, Flushed face

Attributes

Nearest
Neighbor

Reference

Vanilla
CVAE

disCVAE
(foreground)

disCVAE
(full)

Female, Asian, Youth, No eyewear, Smiling,
Straight hair, Fully visible forehead, Arched
eyebrows, eyes open, mouth slightly open,
round jaw, oval face, heavy makeup, Shiny
skin, High cheekbones

Wing_color:black, Primary_color:yellow,
Breast_color:yellow, Primary_color:black,
Wing_pattern:solid

Wing_color:brown, Breast_color:yellow,

Primary_color:black, Primary_color:red,

Wing_pattern:striped
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Yan et al, 2016. Attribute2Image: Conditional Image Generation from Visual Attributes
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StackGAN

e Stage 1.

o Generates 64x64 images
o  Structural information
o Low detail

e Stage 2.

o Requires Stage 1. output
o Upsamples to 256x256
o Higher detail, photorealistic

Both stages take in the same
conditioned textual input

(a) Stage-I
images

(b) Stage-II

images

This bird has a yellow This bird is white
belly and tarsus, grey with some black on

back, wings, and
brown throat, nape
with a black face

its head and wings,
and has a long

~orange beak

T —

This flower has
overlapping pink
pointed petals
surrounding a ring of
short yellow filaments

Zhang et al, 2017. StackGAN: Text to Photo-realistic Image Synthesis with Stacked Generative Adversarial Networks



StackGAN
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StackGAN

This bird 1s The bird has This 1s asmall,  This bird 1s

This bird 1s This bird has A white bird white, black, small beak, black bird with ~ white black and

Text  blue with white  wings that are with a black and brown in with reddish a white breast yellow 1n color,
description and has a very ~ brownand has  crown and color, with a brown crown and white on with a short

short beak ayellow belly  yellow beak brown beak and gray belly  the wingbars. black beak




AttnGAN

this bird is red with white and has a very short beak

Paying attentions to the relevant
words in the natural language
description

10:short  3:red 11:beak 9:very 8:a

Capture both both the global
sentence IEVEI infOrmatiOn and 3:red 5:white :bird 10:short 0:this

the fine-grained word level
information

Xu et al., 2018. AttnGAN: Fine-Grained Text to Image Generation with Attentional Generative
Adversarial Networks



AttnGAN

Text feature
Encoder

this bird is red with
white and has a

very short beak

Fi

256x256x3

128x128x3




AttnGAN

AttnGAN can generation more
object detailed information

the bird has a yellow crown and a black eyering that is round

= - | . y
N BA 7%

1:bird 4:yellow 0:the 12:round 11:is

1:bird

this bird has a green crown black primaries and a white belly

0:this 2:has 11:belly 10:white

0:the 12:round

1:bird 4:yellow 8:black

6:black

4:green 10:white 0:this 1:bird

a photo of a homemade swirly pasta with broccoli carrots and onions

7:with S:swirly 8:broccoli  10:and

i

S:swirly

8:broccoli  6:pasta 0:a 9:carrot

0:a

a fruit stand display with bananas and kiwi

:and 1:fruit 7:kiwi 5:bananas

5:bananas 1:fruit 7-kiwi 6:and




AttnGAN

Dataset | GAN-INT-CLS [20] | GAWWN [18] | StackGAN [36] | StackGAN-v2 [37] | PPGN [16] | Our AttnGAN
CUB 2.88 +.04 3.62 + .07 3.70 £ .04 3.84 + .06 / 4.36 + .03
CoCo 7.88 +.07 / 8.45 £+ .03 / 9.58 + .21 25.89 + 47
this bird has wings that are black and has a white belly
a red double _ . ¢ [ —
a fluffy black  decker bus a stop sign a stop sign é | /
cat floating on 1is floating on 1is floating on  1is flying in . * | - |
thls bird has w1ngs that are red and has a yellow belly
the blue sky -

top of alake  top of a lake

top of a lake

.

this bird has wings that are blue and has ared belly

. 1
D)




MirrorGAN

* Using a semantic-preserving text-to-image-to-text framework

a yellow bird with this bird is blue and a small bird with a red this 1 blue bird b a skier with a red the pizza is cheesy boats i the dock with brown horses are
T2I Input brownand white wings:  black in color; witha:  belly, andasmali bill, RIS Smallbluebindhas oL s down  with peppercui for ihe sl the dock witha  \poing on g green
P a white underbell city backdroj
p A N and a pointed bill sharp black beak and red wings Y the side of a mountain topping Y P field
[T T |
| |
this bird is 3 (a)
3 | a small bird ! AttnGAN
blue with [ 5
S with a white
(a) whiteand | —» |
5 breast and
CES e DeRty blue wings
beak | E24))
| | (b)
(E—— MirrortGAN
text text Baseline
this bird is blue with white
and has a pointy beak
I this bird has a grey side : |"a small bird with a white : ©
and a brown back | !_ breast and blue wings | MirorGAN
T21I
(@) O
2T
)
(c) Ground Truth

Qiao et al., 2019. MirrorGAN: Learning Text-to-image Generation by Redescription



Text-to-Image Synthesis

e Current approaches follows StackGAN, AttenGAN

e Generation quality is very good on CUB, flowers datasets
e But not that good on complicated one, such as COCO

 What Evaluations?
¢ IS, FID and human evaluation

* Technique challenges

e How to handle large vocabulary
e How to generate multiple objects and model their relations



ObjGAN

e Object-centered text-to-image synthesis for complex scenes

Surfers on surfboards

ride in a row on the 4 RN ﬂ _
semantic

ocean waves.

X glove vec encoder .
.
! concat \‘ E residual
— - text [
encoder conv 3x3
e, 19,M°
\ - N
‘ Label Distr: down- up-

MO (64 x 64) 19, M° GO sampling  sampling

class labels

S
ho, e X1
Fmap Sum: \
\ = | h-()» Uy conc: " ) ) w
¢ Obj Attn: 1
! e, 19, M!
g Label Distr:
Gy

M*' (128 x 128) 19,M!

Li et al., 2019. Object-driven Text-to-Image Synthesis via Adversarial Training



ObjGAN

[ Methods [ IncepionT | FID] | Repren(Z)T |
Obj-GAN" 27.37 + 0.22 25.85 86.20 + 2.98
Obj-GANT 27.96 + 0.39" 24.19" 88.36 + 2.82
Obj-GAN? 29.89 + 0.22"" 20.75"" 89.59 + 2.67
P-AtnGAN w/ Lyt” 18.84 +0.29 59.02 65.71 + 3.74
P-AtnGAN w/ Lyt 19.32 £ 0.29 54.96 68.40 + 3.79
P-AttnGAN w/ Lyt” 20.81 £+ 0.16 48.47 70.94 + 3.70
P-AunGAN 26.31 +0.43 41.51 86.71 + 2.97
Obj-GAN w/ SNT 26.97 + 0.31 29.07 86.84 + 2.82
Obj-GAN w/ SNT 27.41 +£0.17 27.26 88.70 £ 2.65"
Obj-GAN w/ SNZ 28.75 +0.32 23.37 89.97 + 2.56"*
Reed et al. [23]1 7.88 £ 0.07 n/a n/a
StackGAN [ 7]1 8.45+0.03 n/a n/a
AttnGAN [29] 23.79 + 0.32 28.76 82.98 + 3.15
vmGAN [15]7 9.94 + 0.12 n/a n/a
Sg2Im [12]f 6.7+0.1 n/a n/a
Infer []7 11.46 + 0.09 n/a n/a
Infer []" 11.94 + 0.09 n/a n/a
Infer [2]° 12.40 £ 0.08 n/a n/a
Obj-GAN-SOTA” 30.29 £ 0.33 25.64 91.05 + 2.34
Obj-GAN-SOTA 30.91 + 0.29 24.28 92.54 + 2.16
Obj-GAN-SOTA” 32.79 + 0.21 21.21 93.39 + 2.08

Real Image I P-AttnGAN P-AttnGAN w/ Lyt Obj-GAN w/ SN Obj-GAN

Real Image

P-AttnGAN P-AttnGAN w/ Lyt

Obj-GAN w/ SN

Obj-GAN

Several sheep dotting a grass hillside near a mountain edge.

A table contains a variety of

and fruits.




Object Pathways

* Using a separate net to model the objects/relations

Generator]

A) image caption @
Awoman, man, and a

dog standing in the snow
bounding box  label \

1abels lopenoy embeadmgl/ \‘

b5 Two rectangular
| slices of pizza with
multiple toppings

A woman, man, and
a dog standing in
the snow

Emergency vehicles
| are on the scene of
= the accident

F — T X final output :
noise z a4 up- global AR N | A W
——=|image caption @| __ W global sample | features Fﬂ e 2
layout encoding image b ¢
— | teatures [ 16x16 I " 5
b

person label // —— = p:;"::;s . sample
person fabe - 16x16 16x16 16x16 -
/ optcats kampie st —
dog label]  location
Discriminator| D) Global Pathway P"E“ T —
r oA # 16x16
__input image global global
Pxﬁd. e | | com image features
» .

’ features Tyobal T aplion
concat 16x16 x4 real / i
pathways and concat with | image “ake F.
) Object Pathwa image caption @| fealures C 4

extract fealures 16!16 [16x16 16x16 -
from bounding box lranslolm
and concatenate with conv
bounding box label "“"'“‘5"““"

Hinz et al., 2019. Generating Multiple Objects at Spatially Distinct Locations



Text-Adaptive GAN (TAGAN

e Task: manipulating images using natural language description

This particular bird with a red head and breast
and features grey wings.

This small bird has a blue crown and white
belly.

Original

(11]

[15]

Ours

Generator

Discriminator

Residual
Blocks

Text
Encoder

= Unconditional loss

Real/Fake

t

= Conditional loss
Decoder Encoder

Text-Adaptive
Discriminator

Text
Encoder

(a) GAN structure

Image
Encoder

Text LD: Local
Encoder Discriminator

(b) Text-adaptive discriminator

Nam et al., 2018. Text-Adaptive Generative Adversarial Networks: Manipulating Images with Natural

Language




ManiGAN

* Consists of text-image affine combination module (ACM) and detail correction module
(DCM)

A bird with black eye

rings and a black bill, =

with a red crown and
ared belly.

\
. functions
mmm—— layers

Boat, sunset. EE  features

Given Text Original Image SISGAN [6] TAGAN [23] Ours

Li et al., 2020. ManiGAN: Text-Guided Image Manipulation



Text-to-Video Synthesis

* Task: generating a sequence of image given text description

Play golf on grass

Play golf on snow

Play golf on water




T2V

T2V: a VAE framework combining the text and gist information

S EEE EEE EEE EEE EEE B EEE BN BN B BN S R EEm e -~
V4 RNN Encoder \
) t: kitesurfing t: kitesurfing
[ t: kitesurfing - @ @ @ at beach at beach i .
I at beach ‘ ‘ Text2Filter
kitesurfing beach RNN Encoder RNN Encoder A ' ~— A
|

CNN Encoder Z; CNN Decoder g Gist Encoder n, ~N(0,1) Real Sample

i at

: L_ L ] Af : l f = | 9

:v1 ﬁ = \ (| = \_ =) . -I % — /Video Generator
I

' |

\

Zg — / zy

Li et al., 2018. Video Generation from Text

t: kitesurfing
at beach

RNN Encoder

4

‘ - - Real?

Fake?

Video Discriminator



T2V

In-set | DT2V | PT2V | GT2V | T2V
Accuracy | 0.781 | 0.101 | 0.134 | 0.192 | 0.426

Method Generated videos

Playing golf

Swimming in swimming pool

DT2V
PT2V
i 2 bt s A R LR R

T2V



TFGAN

* GAN with multi-scale text-conditioning scheme based on convolutional filter generation

Real / Fake

4 A
I I Person goIﬁrt?g in the field
f \% — |
D( ) D( ) Generated video ) Text
encoder % denotes
T t — A i 5 convolution

m operation
Text conditioning J

4 i r
b
Shared 1
et Generator D,"

3= E
Ty

\ Real (or)
Fake

Dzlf} —

GRU

UODEUIEIUOD DINIEDY

People Text
swimming —| encoder t,
in pool

i
|

Balaji et al,. 2018. TFGAN: Improving Conditioning for Text-to-Video Synthesis



TFGAN

Person
skiing in
ocean
Person
kicking a
People
swimming in the field goal
pool
Play golf on
grass
Solo sailing
A boat sailing
in the sea
Water
skiing
Play golf on
grass

Drifting in
snow




StoryGAN

* Short story (sequence of sentences) =2 Sequence of images

-

\_

~N
“A small yellow bird

with a black crown
and beak.”

J

\_

“Pororo and Crong fishing

together. Crong is looking
at the bucket. Pororo has
a fish on his fishing rod.”

J

Story Visualization

Li et al., 2018. StoryGAN: A Sequential Conditional GAN for Story Visualization



StoryGAN

Conditional Frame Conditional Story
Discriminator Discriminator

Generated r - —_————= ~ |
Sequence of Images | @ @
\ — =~ !

afin

s Py
Full Story | T i

o (o) fm)——fa -

oy B

D

text2gist |

’

...........

see > GRU

dy & €, d, &e, d; & €5 dr & ey

Description 1 Description 2 Description 3 Description T



CLEVR Dataset: Result |

Our Model Ground Truth StackGAN

* Given attributes of objects, generate the image

“Small purple rubber sphere, position is 1.4, -0.7.”

2

“Large yellow metallic cylinder, position is 2.1, 2.6.”

2

“Large green rubber cube, position is -2.0, -1.2.”

4

“Small green rubber cylinder, position is -2.5, 1.6.”




CLEVR Dataset: Result Il

 Validate consistency (ongoing)

Generated Images

Real Images

\

N
~

Change the
first object

’_______—
I I I S S S - .-

/
~




Pororo Dataset: Result |

* Given text descriptions of a short story, generate a sequence of images

Pororo arrives at the top. Pororo is The forest is covered with snow.

surprised. Pororo opens a red car. Loopy is seated beside a house.

Pororo is ready to get down. Pororo Loopy is reading a book. A princess

takes off from the top. is looking at a mirror on the wall.
Loopy gets surprised.




Pororo Dataset: Result |l

* Given text descriptions of a short story, generate a sequence of images

Loopy is in a wooden house looking at

The woods are covered with snow. The sky is Pororo. Loopy wants Pororo to come in.
blue and clear. Pororo went to Loppy’s house. They are in a wooden house. Loopy is
Pororo saw crong. They are in front of a door. coming closer to Pororo. Loopy finds Crong.
Crong looked at his friends. Loopy smiled at Pororo is sitting on a green couch. Pororo is

asking why Loopy has come to his house.
Loppy is stretching his arms and saying let’s

@ go to play ground.

Crong.




Dialogue-based Image Synthesis

Recurrent Attentive-Fusion Module

i
i Termination Gate T1 Termination Gate T2 i
i

e

! I3
-------------------------------- 1 Candidate Image i : ; . HI State Tr: 1
i i : e se 2 S racker
! | Spatial Feature Map S0=v Spatial Feature Map S 1 Spatial Feature Map ST i output 0 : - : Rl\p(lﬂﬁ(, Encoder 1 : : @
H i i r 1 1
i ; ‘ 1
- T T S L ‘ ﬂ{ : - :
Image Encoder i : H : ; = : : :
S S i ! 1 I
i i 1 .
: N i 1 I Dialog
i B : Unlike the 1 ! S i
i . - ' ; 1 t
i Attention |—— ﬂ Attention i : ’ provided image. : T MLP : Manager
Attentive Feature Map U © Attentive Feature Map U1 it ! the one | want has a 7| ’
B h closed back and crystal

buckle in the front.

The flower has red petals with
yellow stigmas in the middle

Candidate Image

=

Text-based image editing Dialogue-based image retrieval
[Chen et al., 2018] [Guo et al., 2018]



Chat-crowd

e A Dialog-based Platform for Visual Layout Composition

director-1:

Draw 4 circles in-line in the following order
- green, blue, green and blue.

DA: REQUEST (instruction O O

designer-1:

struction) job
. Job queue ,C . 5 _
director-2: Dispatcher !
director - P designer
Move green ones 2 spaces away.
DA: REQUEST (instruction ) task status (pre)
designer-2: = task status (new) =5
You mean moving down?
director-3: DA: INQUIRY (clarification question latest canvas Dialog Interface reference image
dialog history Renderer dialog history
That's correct. . .
designer-3:
DA: CONFIRM )
OO0 completion status
performancl:e analysis
director-4: dialog act - _
h Input Synthetic dialog act
That was not enough for 2 spaces. Iatetstt drawing ) Analyzer ] [Generator utterance
Please move them down further. utierance :
DA: CORAECTION designer-4: Input Validator

Bollina et al., 2018. Chat-crowd: A Dialog-based Platform for Visual Layout Composition



Neural Painter

* Randomly sample a sequence each time and only backprop through the GAN for that step
in the sequence

[ Shape ][PrimaryColor][ Bill Color ]

[ )
(Percningoiee ) (oramge ][ mask ][ oman ) ) ) ) ()

[ Bill Color ][ Size ][ Shape ][PrimaryColor]

[ Perching—like] [ Blue ] [ Black ] [ Small ] [ Grey ] [ Small ] [ Humminsbixd»nke] [ Buff ]

[ Shepe ] [Primary Colm-] [ Bill Color ] [ Sie ] [ Bill Color ] [ Size ] [ Shape ] [Primary Culm-]

(s [ | I | i (o ) smit ) (o] [ mr )

Benmalek et al., 2018. The Neural Painter: Multi-Turn Image Generation



ChatPainter

* A new dataset of image generation based on multi-turn dialogues

< B s ‘ p

(a) A flock of birds flying in
a blue sky.

(b) A flock of birds flying in
an overcast sky

Input Dataset image Generated image
Caption: adult woman with yellow surfboard standing in water.

Q: is the woman standing on the board? A: no she is beside it.
Q: how much of her is in the water? A: up to her midsection.
Q: what color is the board? A: yellow.
Q: is she wearing sunglasses? A: no.
Q: what about a wetsuit? A: no she has on a bikini top.
Q: what color is the top? A: orange and white.
Q: can you see any other surfers? A: no.
Q: is it sunny? A: the sky isn’t visible but it appears to be a nice day.
Q: can you see any palm trees? A: no.
QQ: what about mountains? A: no.

Sharma, et al., 2018. ChatPainter: Improving Text to Image Generation using Dialogue



CoDraw

* A goal-driven collaborative task involves two players: a Teller and a Drawer

l 4 1. Drawer: Ready

[ 1. You: There’s a girl on the left side. }>

l 4 2. Drawer: What does the girl look like? ]

2. You: She is holding a beach ball in the 4 Drawer N\ Teller I
arm that is up.
waiting for Drawer’s message... I m o n @ @ G
Target Image Chat Box 9
9 9 a. Teller View O q Sun?hme </8> Mlke wea{mg sunfla.sses </8> </TEL?L>

ttend Atlsnd M

T

]

s
Attend Attend
1. You: Ready # I T T
‘ .{ 1. Teller: There’s a girl on the left side. ] _.|:|_.|:|_.

Feed Forward Feed Forward
[2. You: What does the girl look like? ]|> rlj ._|:| t t
K

Drag & Drop

—>

0D
ey

>
> —>|

Amd Attend Attend
2. Teller: She is holding a beach ball in - -
the arm that is up. ! ) - . - 1 ;]
L <S> Sun.shme </S> <S> MlkE Wea.nng sunglassesqsy k <S> Sunshine <S> Mlke wearing sunglasses <S> J

| Done_ J SEnD |

Drawing Canvas Chat Box
b. Drawer View

Kim et al., 2019. CoDraw: Collaborative Drawing as a Testbed for Grounded Goal-driven
Communication



SegAttnGAN

 Two new datasets: Zap-Seq and DeepFashion-Seq
* A method is extended from AttnGAN using sequential attention

\\\.

The one has a high heel. *  Has a buckle strap.
Has a thin heel * It has button details.

L 1

The one has long sleeves. * Is red with a flowered shawl.
Is a long-sleeved one. Is a red sweater.

Cheng et al., 20109.
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SegAttnGAN

is a sleeveless is a red has white is a casual is a blue has flower has a thick  has a buckle is a gray and are high-  have a button
one one plaid shirt one pattern wedge heel and kitten heel isafullboo jeather one heeled shoes  on the top
- | Ty N E ;
Ground / : :
Truth l f Ground = ’
l p % ‘ Truth -l .
s a | |
¥ 1 8 1 = £ i
| -~ )
)
TAGAN ' TAGAN A‘ ’
- 1 . V"_“ -
| y N ?
AttnGAN \ , AttnGAN A ‘ '
a2 A )
Y " k
) StackGAN
StackGAN | * A ’ ' .
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Dialogue session (a) Dialogue session (b) Dialogue session (c)
Dialogue session (a) Dialogue session (b) Dialogue session (c)s



Text (Dialogue)-to-Video Synthesis

Welcome to Visual Design Assistant

'
B
8
&

More stiletto. Let’s put a bow on top as well.

How can | help you?

| want a customized shoe design. »‘0 I
h

Okay. Which sketch would you like to start with?

| want the first one in black.

Like this one? '

With leather vamp.

Sure. Like this? k

 There are several trials in recent years

e Problem definition, datasets efforts
e Some preliminary results are shown

 Technique challenges and solutions

e Good (high quality) benchmarks
e New evaluations
e Generation consistency, disentangled learning, compositional generation

e

How about this? \

Cool, you read my mind.

I® P P P




Thank you!
Q& A



