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Datasets + Labels

• MS COCO’s Image Captioning:

• 120,000 images

• 5 sentences / image

• 15 cents / sentence

• +20% AWS processing fee

$108,000



Datasets + Labels

[Zhang et al. ECCV 2016]

[Pathak et al. CVPR 2016]

[Noroozi et al. ECCV 2016] [Doersch et al. ICCV 2015]

: Self-Supervised Learning for Vision

Image Colorization

Jigsaw puzzles

Image Inpainting

Relative Location Prediction



Datasets + Labels: Self-Supervised Learning for Vision

MOCO; He et al, 2019

CMC; Tian et al, 2019
CPC; Ord et al, 2019

SimCLR; Chen et al, 2020



[Radford et al. 2019] [Devlin et al. NAACL 2019]

Datasets + Labels: Self-Supervised Learning for NLP



Pre-training + Finetuning

Pre-training Task I

Pre-training Task II

Pre-training Task III
Model

…
Large, Noisy, Cheap Data

ModelSmall, Clean, Labeled Data

Fine-tune on Downstream Task
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Pre-training Task III
Model

…

Large, Noisy, Cheap Data

Model

Two-Stage Training Pipeline

Small, Clean, Labeled Data

Fine-tune on Downstream Task



Pre-training Task I

Pre-training Task II

Pre-training Task III
Model
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Pre-training Data



Pre-training Vision+Language Data

‘man with his dog on a couch( ),



Free Data for Vision + Language



Free Data for Vision + Language



Free Data for Vision + Language



Common Pre-training Data for Vision + Language

Conceptual Caption

SBU Caption

https://github.com/lichengunc/pretrain-vl-data

https://github.com/lichengunc/pretrain-vl-data


Feature Representations 
for Vision and Language



Visual and Language Features

“man with his dog on a couch”( ),



‘man’ ‘with’ ‘his’ ‘dog’ ‘on’ ‘a’ ‘couch’( ),

Visual and Language Features



Visual Features
Bottom-up attention: grids à regions

Pre-2017: feature maps Post-2017: features

Likely reasons for being better 

• Localize individual objects better

• Capture coarse and fine details

• Model overlapping objects

[Ren et al, NeurIPS 2015] [Anderson et al, CVPR 2018]

Region proposals as attentions

• Using features from regions to 

represent an image

• Show strong performance 

over prior grid features and 

dominated since then

[Anderson et al, CVPR 2018] [Ren et al, NeurIPS 2015] [Jiang et al, CVPR 2020]

Winner of 

VQA Challenge 2020



Model Architecture
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Model Architecture:

[Behand the Scene; Cao et al 2020]
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Single-Stream Architecture

man with his dog on a couch

Transformer

[UNITER; Chen et al2019]



man with his dog on a couch

Transformer

Image Embedder

+

LN

Image Feature

FC FC

R-CNN Location

Single-Stream Architecture

[UNITER; Chen et al2019]



Single-Stream Architecture

man with his dog on a couch

Transformer

Image Embedder

+

LN

Image Feature

FC FC

R-CNN Location

Text Embedder

+

Text Feature

LN

Emb Emb

Token Position

[UNITER; Chen et al2019]



Pre-training Tasks



man with his dog on a couch

Transformer

Image Embedder

+

LN

Image Feature

FC FC

R-CNN Location

Text Embedder

+

Text Feature

LN

Emb Emb

Token Position

UNITER

man with his [MASK] …

dog

Masked Language Modeling (MLM)

Pretraining Tasks

[UNITER; Chen et al2019]



Pretraining Tasks

man with his dog on a couch

Transformer

Image Embedder

+

LN

Image Feature

FC FC
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Text Embedder

+

Text Feature
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Emb Emb

Token Position
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dog

Masked Language Modeling (MLM)

UNITER

man with his dog …

Masked Region Modeling (MRM)

[UNITER; Chen et al2019]



Pretraining Tasks

UNITER Model

man with his dog on a couch

Transformer

Image Embedder

+

LN

Image Feature

FC FC

R-CNN Location

Text Embedder

+

Text Feature

LN

Emb Emb

Token Position

UNITER

man with his [MASK] …

dog

Masked Language Modeling (MLM)

UNITER

man with his dog …

Masked Region Modeling (MRM)

UNITER

[CLS] the bus is …

0

Image-Text Matching (ITM)



Pretraining Tasks

UNITER

man with his [MASK] …

dog

Masked Language Modeling (MLM)

Image Regions:

Sentence Tokens:

Masking Indices:

Loss Function of Masked Language Modeling (MLM):



Pretraining Tasks

UNITER

man with his dog …

Masked Region Modeling (MRM)

pred: gt:

Image Regions:

Sentence Tokens:

Loss Function of Masked Region Modeling:

1) Objective of Masked Region Feature Regression (MRFR)

Masking Indices:



Pretraining Tasks

UNITER

man with his dog …

Masked Region Modeling (MRM)

Image Regions:

Sentence Tokens:

2) Objective of Masked Region Classification (MRC)

dog

Loss Function of Masked Region Modeling:

Masking Indices:



Pretraining Tasks

UNITER

man with his dog …

Masked Region Modeling (MRM)

Image Regions:

Sentence Tokens:

3) Objective of Masked Region Classification – KL Divergence (MRC-kl)

Loss Function of Masked Region Modeling:

Masking Indices:



Pretraining Tasks

UNITER

[CLS] the bus is …

: 0/1

Image-Text Matching (ITM)

Image Regions:

Sentence Tokens:

Loss Function of Image-Text Matching (ITM)



Pretraining Tasks

• UNITER: Word-Region Alignment

• VLP: Left-to-Right Language Modeling

• 12-in-1: Multi-task Learning

• LXMERT: Multi-task Learning

• OSCAR: Multi-View Alignment (tokens, tags, regions)

• …



Downstream Tasks



Downstream Task 1: Visual Question Answering

[Antol et al.,  ICCV 2015]



Downstream Task 1: Visual Question Answering

UNITER

[CLS] What color are …

black
A



Downstream Task 2: Visual Entailment

[Xie et al., 2019]



Downstream Task 2: Visual Entailment

UNITER

[CLS] two woman are …

Entail/Neutral/Contradict



Downstream Task 3: Natural Language for Visual Reasoning

[Suhr et al., ACL 2019]



UNITER

[CLS] the left image …

UNITER

[CLS] the left image …

True / False

Downstream Task 3: Natural Language for Visual Reasoning

concatenate



Downstream Task 4: Visual Commonsense Reasoning

[Zellers et al., CVPR 2019]

I choose (a) because:



UNITER

Why … ? He is telling … [CLS]

UNITER

Why … ? He just told … [CLS]

UNITER

Why … ? He is feeling … [CLS]

UNITER

Why … ? He is giving … [CLS]

a)

b)

c)

d)

Downstream Task 4: Visual Commonsense Reasoning



Downstream Task 5: Referring Expression Comprehension

woman washing dishes

[Kazemzadeh et al., EMNLP 2014]



UNITER

woman washing dishes

√× ××

Downstream Task 5: Referring Expression Comprehension



Downstream Task 6: Image-Text Retrieval

Image
DB

“a girl with a cat on grass” …



Downstream Task 6: Image-Text Retrieval

Image
DB

“a girl with a cat on grass” …

Text
DB

“four people with ski poles in their hands in the snow”

“four skiers hold on to their poles in a snowy forest”

“a group of young men riding skis”

“skiers pose for a picture while outside in the woods”

“a group of people cross country skiing in the woods”…



Downstream Task 6: Image-Text Retrieval

UNITER

[CLS] a girl with …

0/1

Lee et al.,  ECCV 2018



Data Compute

Algorithm

Self-Supervised Learning for Vision + Language



Optimization for Faster Training

• Dynamic Batching

• Gradient Accumulation

• Mixed-precision Training



Optimization for Faster Training

• Dynamic Batching

• Transformer (self-attention) is O(L2) (L: number of word + region)

• Common practice: pad the input to the same maximum length (too long)

• Our solution: batch data by similar length and only do minimum padding

Conventional Batching Dynamic Batching

Saved computation



Optimization for Faster Training

• Dynamic Batching

• Gradient Accumulation

• For large models, the main training bottleneck 
is network communication overhead 
between nodes

• We reduce the communication frequency, 
hence increase overall throughput

[Ott et al., WMT 2018]

computation

communication

idle



Optimization for Faster Training

• Dynamic Batching

• Gradient Accumulation

• Mixed-precision Training

• Bring in the benefits from both worlds of 16-bit and 32-bit 

• 2x~4x speedup compared to standard training

Fp-16 Fp-32

Speed Fast Slow

Memory Low High

Numerical Stability Bad Good

apex (https://github.com/NVIDIA/apex)

https://github.com/NVIDIA/apex


Data Compute

Algorithm

Self-Supervised Learning for Vision + Language



SOTA of V+L Tasks 
(Early 2020)

• VQA: UNITER

• VCR: UNITER

• GQA: NSM* [Hudson et al., NeurIPS 2019]

• NLVR2: UNITER

• Visual Entailment: UNITER

• Image-Text Retrieval: UNITER

• Image Captioning: VLP

• Referring Expressions: UNITER

*: without V+L pre-training



Moving Forward…

• Interpretability of VLP models

• VALUE [Cao et al., 2020]

• Better visual features

• Pixel-BERT [Huang et al., 2020]

• OSCAR [Li et al., 2020]

• Adversarial (pre-)training for V+L

• VILLA [Gan et al., 2020]



What do V+L pretrained models learn?

VALUE: Vision-And-Language Understanding Evaluation

[Value, Cao et al., 2020]



Probing Pre-Trained Models

• Single-stream vs. two-stream

• Attention weight probing

• 12 layers x 12 heads = 144 attention weight matrices

• Embedding probing

• 768-dim x 12 layers



Modality Probing

• Visual Probing

• Linguistic Probing

• Cross-Modality Probing



Modality Probing

• Visual Probing

• Visual relation detection (existence, type)

• VG dataset; top-32 frequent relations



Modality Probing

• Visual Probing

• Linguistic Probing

• Surface tasks (sentence length)

• Syntactic tasks (syntax tree, top constituents, …)

• Semantic tasks (tense, subject/object, …)



Modality Probing

• Visual Probing

• Linguistic Probing

• Cross-Modality Probing

• Multimodal fusion degree

• Modality importance

• Visual coreference



VALUE:
Vision-And-Language Understanding Evaluation

1. Cross-modal fusion:

a. In single-stream model (UNITER), deeper layers have more cross-modal 
fusion. 

b. The opposite for two-stream model (LXMERT).

2. Text modality is more important than image.

3. In single-stream model, some heads only focus on cross-modal 
interaction.

4. Visual relations are learned in pre-training.

5. Linguistic knowledge can be found.



From Region Features to Grid Features

[VL-BERT; Su et al., ICLR 2020] [Pixel-BERT; Huang et al., 2020]



Object Tags as Input Features

[OSCAR; Li et al., 2020]

OSCAR: Object-Semantics Aligned Pre-training



VILLA:
Vision-and-Language Large-scale Adversarial training

[VILLA; Gan et al., 2020]



VILLA:
Vision-and-Language Large-scale Adversarial training

1. Task-agnostic adversarial pre-training

2. Task-specific adversarial finetuning

3. “Free” adversarial training

• FreeLB [Zhu et al., ICLR 2020]

• KL-constraint

4. Improved generalization

• No trade-off between accuracy and robustness.



SOTA of V+L Tasks

• VQA: UNITER

• VCR: UNITER

• GQA: NSM* [Hudson et al., NeurIPS 2019]

• NLVR2: UNITER

• Visual Entailment: UNITER

• Image-Text Retrieval: UNITER

• Image Captioning: VLP

• Referring Expressions: UNITER

*: without V+L pre-training



SOTA of V+L Tasks

• VQA: VILLA (single), GridFeat+MoVie* (ensemble)

• VCR: VILLA

• GQA: HAN* [Kim et al., CVPR 2020]

• NLVR2: VILLA

• Visual Entailment: VILLA

• Image-Text Retrieval: OSCAR

• Image Captioning: OSCAR

• Referring Expressions: VILLA *: without V+L pre-training

[GridFeat; Jiang et al., CVPR 2020]

[MoVie; Nguyen et al., 2020]



Take-away

• SOTA pre-training for V+L

• Available datasets

• Model architecture

• Pre-training tasks

• Future directions

• Study the representation learned by pre-training → pruning/compression

• Better visual features → end-to-end training of CNN

• Reasoning tasks (GQA)

Data Compute

Algorithm



Beyond Image+Text Pre-Training

• Self-supervised learning for vision-and-language navigation (VLN)

• PREVALENT [Hao et al., CVPR 2020]

• VLN-BERT [Majumdar et al., 2020]

• Video+Language Pre-training



Self-Supervised Learning for VLN

[VLN-BERT; Majumdar et al., 2020][PREVALENT; Hao et al., CVPR 2020]



Video+Language Pre-Training
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Feb. 15th, 2020

UniViLM

Dec. 13th, 2019

MIL-NCE



Self-supervised Learning for 
Video-and-Language
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Video + Language Pre-training

Keep rolling tight and squeeze the air out to its side 

and you can kind of pull a little bit.

Image credits: https://ai.googleblog.com/2019/09/learning-cross-modal-temporal.html



Video + Language Pre-training

Video: Sequence of image frames

Language: Subtitles/Narrations

Keep rolling tight and squeeze the air out to its side and you 

can kind of pull a little bit.

Image credits: https://ai.googleblog.com/2019/09/learning-cross-modal-temporal.html



Pre-training Data for Video + Language

• 22K video clips from 6 popular TV shows

• Each video clip is 60-90 seconds long 

• Dialogue (“character name: subtitle”) is provided

TV Dataset
[Lei et al. EMNLP 2018]

• 1.22M instructional videos from YouTube

• Each video is 6 minutes long on average

• Narrations in different languages

HowTo100M Dataset
[Miech et al. ICCV 2019]

Image credits: from the original papers 



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Pre-training

[Miech et al, ICCV 2019]



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Large-scale Pre-training Dataset

• 136M video clips with narrations from 1.2M YouTube videos 

spanning 23K activities

Pre-training

[Miech et al, ICCV 2019]



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Video Representations

• 2D features from ImageNet pretrained ResNet-152

• 3D features from Kinetics pretrained ResNeXt-101

Large-scale Pre-training Dataset

• 136M video clips with narrations from 1.2M YouTube videos 

spanning 23K activities

Pre-training

[Miech et al, ICCV 2019]



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Text Representations

• GoogleNews pre-trained word2vec embedding models

Video Representations

• 2D features from ImageNet pretrained ResNet-152

• 3D features from Kinetics pretrained ResNeXt-101

Large-scale Pre-training Dataset

• 136M video clips with narrations from 1.2M YouTube videos 

spanning 23K activities

Pre-training

[Miech et al, ICCV 2019]



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Pre-training Joint Embedding

• Non-linear functions to embed both modalities to a common 

embedding space

• Supervise the training with max-margin ranking loss

Text Representations

• GoogleNews pre-trained word2vec embeddings

Video Representations

• 2D features from ImageNet pretrained ResNet-152

• 3D features from Kinetics pretrained ResNeXt-101

Large-scale Pre-training Dataset

• 136M video clips with narrations from 1.2M YouTube videos 

spanning 23K activities

Pre-training

[Miech et al, ICCV 2019]



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Downstream Tasks

Weakly Supervised Step Localization

Step #1

Apply the jam

Step #2

Assemble the sandwich

Pre-training

Retrieval

Query: Toast the bread slices in the toaster

[Miech et al, ICCV 2019]



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Model CrossTask

(Averaged Recall)

Fully-supervised Upper-bound [1] 31.6

HowTo100M PT only (weakly supervised) 33.6

Step Localization

❖ HowTo100M PT is better than training a fully supervised 

model on a small training set

[1] Zhukov, Dimitri, et al. “Cross-task weakly supervised learning from instructional videos.” CVPR 2019



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

Clip Retrieval

❖ HowTo100M PT largely boosts model performance 

despite the domain differences

[1] Zhukov, Dimitri, et al. “Cross-task weakly supervised learning from instructional videos.” CVPR 2019
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model on a small training set



HowTo100M: Learning a Text-Video Embedding from 
Watching Hundred Million Narrated Video Clips

❖ Adding more data gives better results across all 

downstream tasksClip Retrieval

❖ HowTo100M PT largely boosts model performance 

despite the domain differences

[1] Zhukov, Dimitri, et al. “Cross-task weakly supervised learning from instructional videos.” CVPR 2019
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VideoBERT: A Joint Model for Video and Language 
Representation Learning

[Sun et al, ICCV 2019]

Pre-training



Pre-training

VideoBERT: A Joint Model for Video and Language 
Representation Learning

Large-scale Pre-training Dataset

• 312K cooking/recipe videos from YouTube

[Sun et al, ICCV 2019]



Pre-training

VideoBERT: A Joint Model for Video and Language 
Representation Learning

Text Representations

• Tokenized into WordPieces, following BERT

Large-scale Pre-training Dataset

• 312K cooking/recipe videos from YouTube

[Sun et al, ICCV 2019]



VideoBERT: A Joint Model for Video and Language 
Representation Learning

Text Representations

• GoogleNews pre-trained word2vec embedding models

Large-scale Pre-training Dataset

• 312K cooking/recipe videos from YouTube

Video Representations

• 3D features from Kinetics pretrained S3D

• Tokenized into 21K clusters using hierarchical k-means

Text Representations

• Tokenized into WordPieces, following BERT

Large-scale Pre-training Dataset

• 312K cooking/recipe videos from YouTube

Pre-training

[Sun et al, ICCV 2019]



Pre-training

VideoBERT: A Joint Model for Video and Language 
Representation Learning

Video Representations

• 3D features from Kinetics pretrained S3D

• Tokenized into 21K clusters using hierarchical k-means

Text Representations

• Tokenized into WordPieces, following BERT

Large-scale Pre-training Dataset

• 312K cooking/recipe videos from YouTube

Pre-training Joint Embedding

• Transformer-based Video-Text encoder

• Pre-training tasks: Masked Language Modeling (MLM) + 

Masked Frame Modeling (MFM)

[Sun et al, ICCV 2019]



VideoBERT: A Joint Model for Video and Language 
Representation Learning

Downstream 

Tasks

Now, let’s [MASK] the [MASK] to the 

[MASK] and [MASK] the [MASK]. 

Captioning

Now, let’s place the tomatoes to the cutting board and slice

the tomatoes. 

Zero-shot Action classification

Now, let’s show you how to [MASK] the 

[MASK].

Top Verbs: make, assemble, prepare

Top Nouns: pizza, sauce, pasta

Pre-training

[Sun et al, ICCV 2019]



VideoBERT: A Joint Model for Video and Language 
Representation Learning

0

10

20

30

40

50

10K 50K 100K 300K

Verb top-5 Object top-5

❖ Adding more data generally gives better results

Model Verb top-5 Object top-5

Fully-supervised Method [1] 46.9 30.9

VideoBERT (Zero-Shot) 43.3 33.7

YouCook2 Action Classification

❖ VideoBERT (Zore-Shot) performs competitively to supervised 

method

Model BLEU-4 METEOR ROUGE-L CIDEr

SOTA w/o PT [2] 3.84 11.55 27.44 0.38

VideoBERT 4.04 11.01 27.50 0.49

VideoBERT + S3D 4.33 11.94 28.80 0.55

YouCook2 Captioning  

❖ VideoBERT outperforms SOTA

❖ Adding S3D features to visual tokens further boosts performance

[1] Xie, Saining, et al. “Rethinking spatiotemporal feature learning for video understanding.” ECCV 2018

[2] Zhou, Luowei, et al. “End-to-end dense video captioning with masked transformer.” CVPR 2018

YouCook2 Action Classification Performance

vs. 

Pre-training Data Size



CBT: Learning Video Representations using 
Contrastive Bidirectional Transformer

Pre-training

Video Representations

• 3D features from Kinetics pretrained S3D

Text Representations

• Tokenized into WordPieces, following BERT

Large-scale Pre-training Dataset

• HowTo100M

[Sun et al, 2019]



CBT: Learning Video Representations using 
Contrastive Bidirectional Transformer

Pre-training

Video Representations

• 3D features from Kinetics pretrained S3D

Text Representations

• Extract contextualized word embeddings from BERT

Large-scale Pre-training Dataset

• HowTo100M

Pre-training for Better Video Representations

• 3 Transformers: BERT, CBT and Cross-modal Transformer

• Pre-train through Noise Contrastive Estimation (NCE)

▪ Video-only Pre-training (end-to-end)

▪ Video-Text Alignment (fixed S3D and BERT)

[Sun et al, 2019]



CBT: Learning Video Representations using 
Contrastive Bidirectional Transformer

Downstream 

Tasks

Action/Video classification

Preparing Pizza

Video Segmentation

Segment #1 Segment #2Now, let’s place the tomatoes to the cutting 

board and slice the tomatoes. 

Captioning

Pre-training

[Sun et al, 2019]
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Captioning
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CBT: Learning Video Representations using 
Contrastive Bidirectional Transformer

Model BLEU-4 METEOR ROUGE-L CIDEr

SOTA w/o PT [1] 4.38 11.55 27.44 0.38

S3D 3.24 9.52 26.09 0.31

VideoBERT + S3D 4.33 11.94 28.80 0.55

CBT 5.12 12.97 30.44 0.64

YouCook2 Captioning  

❖ CBT achieves the new state of the art, as contrastive learning encourages better video 

representations 

[1] Zhou, Luowei, et al. “End-to-end dense video captioning with masked transformer.” CVPR 2018



MIL-NCE: End-to-End Learning of Visual 
Representations from Uncurated Instructional Videos 

Text Representations

• GoogleNews pre-trained word2vec embeddings

Video Representations

• 3D features from I3D/S3D

Large-scale Pre-training Dataset

• HowTo100M

Pre-training

[Miech et al, CVPR 2020]



MIL-NCE: End-to-End Learning of Visual 
Representations from Uncurated Instructional Videos 

Pre-training Joint Embedding

• MIL-NCE pre-training

▪ Multiple Instance Learning  (MIL) 

▪ Noise Contrastive Estimation (NCE)

Text Representations

• GoogleNews pre-trained word2vec embeddings

Video Representations

• 3D features from I3D/S3D

Large-scale Pre-training Dataset

• HowTo100M

Pre-training

[Miech et al, CVPR 2020]



MIL-NCE: End-to-End Learning of Visual 
Representations from Uncurated Instructional Videos 

Downstream Tasks

Action Recognition

Preparing Pizza

Action (Step) Segmentation/Localization

Step #1

Apply the jam

Step #2

Assemble the sandwich

Retrieval

Query: Toast the bread slices in the toaster

Pre-training

[Miech et al, CVPR 2020]



MIL-NCE: End-to-End Learning of Visual 
Representations from Uncurated Instructional Videos 

Downstream Tasks

Action Recognition

Preparing Pizza

Action (Step) Segmentation/Localization

Step #1

Apply the jam

Step #2

Assemble the sandwich

Retrieval

Query: Toast the bread slices in the toaster

Pre-training

[Miech et al, CVPR 2020]



MIL-NCE: End-to-End Learning of Visual 
Representations from Uncurated Instructional Videos 

Model Labeled Dataset Used YouCook2

(Median R)

MSRVTT

(Median R)

HowTo100M

ImageNet + Kinetics400 46 38

ImageNet + Kinetics400 + YouCook2 24 -

MIL-NCE None 16 35

Zero-shot Clip Retrieval

❖ On both datasets, MIL-NCE improves over HowTo100M without using any labeled data

❖ On YouCook2, MIL-NCE even surpasses supervised HowTo100M model



UniViLM: a Unified Video and Language pre-training 
Model for multimodal understanding and generation

Pre-training

Text Representations

• Tokenized into WordPieces, following BERT

Video Representations

• 2D features from ImageNet pre-trained ResNet-152

• 3D features from Kinetics pre-trained ResNeXt-101

Large-scale Pre-training Dataset

• 380K videos from HowTo100M

• All food domain related videos

[Luo et al, 2020]



UniViLM: a Unified Video and Language pre-training 
Model for multimodal understanding and generation

Pre-training

Pre-training Joint Embedding

• Pre-training tasks: MLM + MFM + Video-Text Alignment

Text Representations

• Tokenized into WordPieces, following BERT

Video Representations

• 2D features from ImageNet pre-trained ResNet-152

• 3D features from Kinetics pre-trained ResNeXt-101

Large-scale Pre-training Dataset

• 380K videos from HowTo100M

• All food domain related videos

[Luo et al, 2020]



UniViLM: a Unified Video and Language pre-training 
Model for multimodal understanding and generation

Downstream TasksPre-training

[Luo et al, 2020]



UniViLM: a Unified Video and Language pre-training 
Model for multimodal understanding and generation

Model Pre-training Data Size YouCook2

(Median R)

MSRVTT

(Median R)

HowTo100M

1.2M 24 9

380K 25 16

UniViLM 380K 20 9

Model Pre-training 

Data Size

BLEU-4 METEOR ROUGE-L CIDEr

SOTA [1] 0 9.01 17.77 36.65 1.12

UniViLM

0 8.67 15.38 35.18 1.00

380K 10.42 16.93 38.04 1.20

Clip Retrieval

❖ On YouCook2 (in-domain), UniViLM improves over 

HowTo100M with less pre-training data

❖ On MSRVTT (out-of-domain), UniViLM surpasses HowTo100M 

with the same amount of pre-training data 

YouCook2 Captioning

❖ UniViLM w/o pre-training achieves worse performance  

❖ UniViLM w/ pre-training slightly outperforms SOTA

[1] Shi, Botian, et al. “Dense procedure captioning in narrated instructional videos.” ACL 2019 



Conclusion

• Video + Language Pre-training is still at its early stage

• Video + Language inputs are directly concatenated, losing the temporal alignment

• Pre-training tasks directly borrowed from Image + Text Pre-training

• Pre-training datasets limited to narrated instructional videos from YouTube

• Video + Language downstream tasks are relatively “simple”

• Mostly focus on visual clues only

• Subtitles/Narrations contain a lot of information, but usually discarded



Thank you!
Any questions?
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